
Background. 
• Trajectory representation learning provides great opportunities to understand 

vehicular traffic patterns. 
• Downstream tasks includes Trajectory compression, Trip time estimation, 

Public transportation route planning, etc[1].

Motivation. 
• Embedding generated by deep-learning method is usually a dense vector 

whose dimension lacks semantic information.
• It is difficult to interpret the learned representation and use in applications[2].
Purpose. 
• Extract common trajectory segments(called pathlet[3]) as a dictionary. 
• Represent trajectory by concatenating pathlets from this dictionary. 
• Generate semantic trajectory representation vectors, each dimension 

corresponding to a mobility pattern.
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Transforming a trajectory into an embedding vector

 Represent a trajectory by concatenating pathlets from dictionary

Evaluation. 

• This dictionary should be able to reconstruct all trajectories.
• Smaller dictionary is better, which means less redundant information.
• Average number of pathlets used to reconstruct trajectory should be 
    as small as possible.
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Comparison. 
• Proposed method outperforms heuristic method and dynamic programming 

method[3] under different lambda on synthesis dataset .

• A novel dictionary learning based method with theoretical probability bound 
analysis is proposed to solve the trajectory representation problem.

• Explainable  trajectory representation are generated, providing a deeper 
insight into mobility patterns.

• This method will be applied in more real-world applications to verify its 
generality in future work.


